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ABSTRACT: The research topic that we propose for this thesis concerns statistical 

aspects for stochastic processes (estimation, tests, model selection), based on tools 

that come from information theory (divergence measures, entropies). This is a field of 

modern statistics with high potential for future development and perspectives. To be 
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more specific, the purpose of this research project is to propose new divergence 

measures for Markov and semi-Markov processes, to develop associated statistical 

inference techniques and to undertake some applications of these theoretical results. 

KEYWORDS: mathematical statistics, entropy, divergence measures, statistical 

estimation, hypothesis testing, model selection, applications (reliability, survival 

analysis), information theory 

SUBJECT: Since the introduction of the notion of entropy as a measure of information 

for a probability distribution (Shannon, 1948), this notion has been quickly not only 

generalized to other entropy measures but also extended to measure the mutual 

information concerning two distributions and a plethora of the so-called divergence 

measures was introduced. Such measures of divergence are used as indices of similarity 

or dissimilarity between populations, measuring the distance or the discrepancy 

between two distributions. Classical examples are the well-known Chi-square statistics, 

Kullback-Leibler divergence, Hellinger distance, Freeman-Tukey's F2 statistics, etc. 

Equally important are the limiting versions of divergence measures, known as divergence 

rates. Besides the numerous limiting properties of these special divergences, such rates 

can be used in statistical inference in exactly the same manner as the typical (non-

limiting) divergence measures. For a comprehensive review of various properties of the  

rates we refer to Gray (1990). It should also be noted that such measures are used for 

the construction of model selection criteria (Akaike, 1973; Konishi and Kitagawa, 2008; 

Mattheou et al., 2009). 

Much less attention is paid to divergence measures and entropies for stochastic 

processes (Rached et al. 2001, 2004). Recent works have investigated generalized 

divergence measures for Markov chains (Ciuperca et al., 2011; Barbu et al., 2017b, 

2018b), by considering generalizations of Alpha divergence measure (Amari and 

Nagaoka, 2000) and Beta divergence measures (Basu et al., 1998). That work was 

continued in Barbu et al. (2018a) by the study of the corresponding weighted 

generalized divergence measures and the associated rates (following the line of 

weighted divergences, cf., e.g., Belis and Guiasu, 1968; Taneja and Tuteja, 1984). 

One interest of this PhD project is to extend these results to semi-Markov processes 

(cf., e.g., Barbu and Limnios, 2006; 2008), that generalize Markov processes, in the 

sense that the sojourn time in a state is arbitrarily distributed, as opposed to the 

Markov case, where it follows an Exponential or Geometric distribution. For this reason, 

the semi-Markov processes are more complex and interesting theoretical objects, as 

well as more adapted to practical applications.   

A second direction is to propose new divergence measures for stochastic processes, 

with a special attention paid to Markov and semi-Markov processes. The computation of 
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divergence rates as measures of discrimination between two models will also be 

addressed.  

Undertaking statistical inference, in general (Pardo, 2006), or testing statistical 

hypothesis, in particular, based on divergence measures or associated rates is one of 

the interests of these types of study (cf. Cressie and Read, 1984; Lee et al., 2011; Lee, 

2013; Mattheou and Karagrigoriou, 2010; Read and Cressie, 1988; Vonta et al., 2012; 

Zografos et al., 1990). Applying the divergence measures to construct statistical tests 

is a natural research direction of this thesis.   

Depending on the interests of the candidate, potential applications of the theoretical 

results developed during this doctoral work could be in survival analysis, reliability 

theory and engineering. Developing an associated R package (as Barbu et al., 2017a for 

discrete-time semi-Markov modeling and estimation) could be also of interest.  
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