
ar
X

iv
:2

11
1.

10
01

6v
2 

 [
m

at
h.

PR
] 

 1
0 

Ja
n 

20
22

On Wasserstein-1 distance in the central limit theorem for elephant random

walk

Xiaohui Maa, Mohamed El Machkourib, Xiequan Fana,∗

aCenter for Applied Mathematics, Tianjin University, 300072 Tianjin, China
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Abstract

Recently, the elephant random walk has attracted a lot of attentions. A wide range of literature is
available for the asymptotic behavior of the process, such as the central limit theorems, functional
limit theorems and the law of iterated logarithm. However, there is not result concerning Wasserstein-
1 distance for the normal approximations. In this paper, we show that the Wasserstein-1 distance in
the central limit theorem is totally different when a memory parameter p belongs to one of the three
cases 0 < p < 1/2, 1/2 < p < 3/4 and p = 3/4.
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1. Introduction and main results

Random walks, are widely used in theoretical physics to describe phenomena of traveling motion
and mass transport. As a kind of interesting random walk, the elephant random walk was introduced
by Schütz and Trimper [13] in 2004 in order to study the memory effects in the non-Markovian
processes. The name being inspired by the fact that elephants can remember where they have been.
It is a one-dimensional discrete-time random walk on integers, which has a complete memory of its
whole history. The elephant random walk model can be described as follows. It starts at time zero
on 0. At time n = 1, the elephant η1 has a Rademacher R(q) distribution, where q lies between [0, 1].
For n ≥ 1, we define

ηn+1 = αnηβn
,

where αn has a Rademacher R(p) distribution, p lies between [0, 1] and βn is uniformly distributed
over {1, 2, . . . , n}. Moreover, αn is independent of ηβn

. The position at time n+ 1 is

Sn+1 =
n+1∑

i=1

ηi.

In particular, when p = 0 or 1/2, the elephant random walk reduces to the classical symmetric random
walk. Since the latter random walk has been well studied, we skip the cases p = 0 or 1/2.
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The elephant random walk model has drawn a lot of attention in the past few years. One of the
interesting questions concerns the influence of the memory effect on the long time behavior. Quite
recently, via a method of connection to Pólya-type urns, Baur and Bertoin [1] derived the functional
limit theorems and showed that the limiting process of elephant random walk turns out to be Gaussian
in the diffusive regime (0 < p < 3/4) and the critical regime (p = 3/4). But, in the superdiffusive
regime (3/4 < p 6 1), the limiting process of elephant random walk is non-Gaussian. See also Coletti,
Gava and Schütz [5, 6] for central limit theorem (CLT) and strong invariance principle of elephant
random walk. With a martingale approach, Bercu [2] recovered the CLT for the elephant random
walk as 0 ≤ p ≤ 3/4. For 3/4 < p ≤ 1, he also showed that the elephant random walk converges to a
non-normal random variable. The strong law of large numbers and the law of iterated logarithm are
also discussed in [2]. For the extensions of elephant random walk, we refer to Bercu and Laulin [3],
where Bercu and Laulin have established the CLT for the multi-dimensional elephant random walk.
Though the asymptotic behavior of the elephant random walk, such as CLT, functional limit theorems
and the law of iterated logarithm, has been well studied, there is no result concerning Wasserstein-1
distance for the normal approximations. Set a1 = 1 and denote, for n ≥ 2,

an =
Γ(n)Γ(2p)

Γ(n+ 2p− 1)
and vn =

n∑

i=1

a2i ,

where Γ(x) is the Gamma function. Notice that the exact values of an and vn can be easily calculated
via computer. In this paper, our main interest is Wasserstein-1 distance for CLT of elephant random
walk. Recall that the Wasserstein-1 distance for CLT is defined as follows:

‖FXn
− Φ‖1 =

∫ +∞

−∞
|FXn

(x)− Φ(x)|dx,

where FXn
and Φ are the distribution function of the random variable Xn and the standard normal

random variable, respectively. The main result of this paper is the following theorem which gives
some Wasserstein-1 distance results for the CLT of elephant random walk. In particular, we get three
different convergence rates depending on the value of the memory parameter p.

Theorem 1.1. Let n ≥ 2. The following inequalities hold.

[i] If 0 < p < 1/2, then

‖FanSn/
√
vn − Φ‖1 ≤ C

log n√
n

.

[ii] If 1/2 < p < 3/4, then

‖FanSn/
√
vn − Φ‖1 ≤ Cp

log n√
n3−4p

.

[iii] If p = 3/4, then

‖FanSn/
√
vn − Φ‖1 ≤ C

log log n√
log n

.

Here, C is an absolute constant and Cp depends only on p.

The main idea in the proof of Theorem 1.1 is to introduce a martingale associated to the elephant
random walk and to take advantage of powerfull limit theorems from martingale theory. In particular,
we are going to apply the CLT established in Lemma 2.4 below.
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2. Proof of Theorem 1.1

Define the filtration Fn = σ(ηi, 1 ≤ i ≤ n) and

Mn = anSn − 2q + 1. (1)

Then (Mn,Fn)n≥1 is a martingale. Indeed, it is easy to see that for

E[Mn+1|Fn] = E[an+1(Sn + αnηβn
)− 2q + 1|Fn]

= an+1Sn + an+1E[αn]E[ηβn
|Fn]− 2q + 1.

Taking into account that

E[αn] = p+ (−1)(1 − p) and E[ηβn
|Fn] =

n∑

i=1

1

n
ηi, (2)

we deduce that

E[Mn+1|Fn] = an+1

(
Sn +

(
p+ (−1)(1 − p)

) n∑

i=1

1

n
ηi

)
− 2q + 1

= an+1

(
Sn +

(
2p − 1

)Sn

n

)
− 2q + 1

= anSn − 2q + 1

= Mn. (3)

Let (∆Mn)n≥1 be the martingale differences defined by ∆M1 = M1 and, for n ≥ 2,

∆Mn = Mn −Mn−1.

Denote 〈M〉n be the quadratic variation of Mn, that is 〈M〉n =
∑n

i=1E[∆M2
i |Fi−1]. The normalized

martingale (Mn/
√
vn,Fn)n≥1 satisfies the following property.

Lemma 2.1. For n ≥ 2, we have ∥∥∥∥
∆Mi√
vn

∥∥∥∥
∞

≤ 2√
vn

ai

and for any t ≥ 1, there exists a positive constant Ct such that

∥∥∥∥
〈M〉n
vn

− 1

∥∥∥∥
t

≤





Ct

3− 4p
n−1, if 0 < p < 3/4,

Ct

(
log n

)−1
, if p = 3/4.

Proof. Clearly, from Lemma 3.1 of Fan et al. [9], we have

‖∆Mi/
√
vn‖∞ ≤ 2ai/

√
vn,
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which gives the first desired inequality. Next we give an estimation of ‖〈M〉n/vn − 1‖t, 1 ≤ t < ∞, for
0 < p ≤ 3/4. From (1), we get ∆Mk = akεk = ak(Sk − γk−1Sk−1). Thus, it holds

E[(∆Mk)
2|Fk−1] = a2kE[(Sk − γk−1Sk−1)

2|Fk−1]

= a2k
(
E[S2

k |Fk−1]− 2γk−1Sk−1E[Sk|Fk−1] + γ2k−1S
2
k−1

)
.

By (2) and (αkXβk
)2 = 1, it is easy to see that

E[S2
k |Fk−1] = E[(Sk−1 + αkXβk

)2|Fk−1]

= S2
k−1 + 2Sk−1E[αkXβk

|Fk−1] + 1

= S2
k−1 + 2

2p − 1

k − 1
S2
k−1 + 1

= (2γk−1 − 1)S2
k−1 + 1

and that

E[Sk|Fk−1] = E[Sk−1 + αkXβk
|Fk−1] = Sk−1 +

2p− 1

k − 1
Sk−1 = γk−1Sk−1.

Thus, we have E[(∆M1)
2] = 1 = a21 and for k ≥ 2,

E[(∆Mk)
2|Fk−1] = a2k

(
(2γk−1 − 1)S2

k−1 + 1− 2γ2k−1S
2
k−1 + γ2k−1S

2
k−1

)

= a2k
(
1− (γk−1 − 1)2S2

k−1)

= a2k − (2p − 1)2a2k(
Sk−1

k − 1
)2.

Hence, by the definition of vn and Mk, we obtain

〈M〉n = vn − (2p − 1)2
( n−1∑

k=1

(ak+1

ak

)2(Mk

k

)2
)
.

Since an+1

an
∼ 1 as n → ∞ (cf. equality (7)), by Minkowski’s inequality, we have for t ≥ 1,

‖〈M〉n − vn‖t ≤ C(2p − 1)2
∥∥∥
n−1∑

k=1

(
Mk

k
)2
∥∥∥
t
≤ C

n−1∑

k=1

1

k2
‖Mk‖22t, (4)

where C is a positive constant which values may change from line to line. Using Rio’s inequality (cf.
Theorem 2.1 of [12]) and ‖∆Mi‖∞ ≤ 2ai, we derive that for t ≥ 1,

‖Mk‖22t ≤ (2t− 1)

k∑

i=1

‖∆Mi‖22t ≤ (2t− 1)4vk.

In the diffusive regime 0 < p < 3/4, by (8), we get for t ≥ 1,

‖〈M〉n − vn‖t ≤ 4C(2t− 1)
n−1∑

k=1

1

k2
vk ≤ C(2t− 1)

Γ(2p)2

3 − 4p

n−1∑

k=1

k1−4p ≤ C
2t− 1

3− 4p
n2−4p. (5)
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In the critical regime p = 3/4, by (9), we have for t ≥ 1,

‖〈M〉n − vn‖t ≤ C(2t− 1)

n−1∑

k=1

log k

k2
≤ C(2t− 1). (6)

Consequently, again by (8) and (9), we obtain the desired inequality. This completes the proof of
lemma 2.1. �

For simplicity of notation, denote by

ξi =
∆Mi√
vn

, 1 ≤ i ≤ n, Xn =
n∑

i=1

ξi and 〈X〉n =
n∑

i=1

E[ξ2i |Fi−1].

From the last lemma, we have:

Lemma 2.2. For n ≥ 2, we have

∥∥ξi
∥∥
∞ ≤





C n−1/2, if 0 < p < 1/2,

Cp n−(3−4p)/2, if 1/2 < p < 3/4,

C(log n)−1/2, if p = 3/4,

and for any t ≥ 1, there exists a positive constant Ct such that

∥∥∥〈X〉n − 1
∥∥∥
t
≤





Ct

3− 4p
n−1, if 0 < p < 3/4,

Ct

(
log n

)−1
, if p = 3/4,

where C is an absolute constant and Cp depends only on p.

Proof. We only need to prove the first inequality. The second one holds obviously. By Stirling’s
formula

log Γ(x) = (x− 1

2
) log x− x+

1

2
log 2π +O(

1

x
) as x → ∞,

we deduce that

lim
n→∞

ann
2p−1 = Γ(2p). (7)

Moreover, in the diffusive regime (0 ≤ p < 3/4), we have

lim
n→∞

vn
n3−4p

=
Γ(2p)2

3− 4p
, (8)

and, in the critical regime (p = 3/4), it holds

lim
n→∞

vn
log n

=
3

4
. (9)
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See also Bercu [2] for the equalities (7)-(9). Hence, by Lemma 2.1 and the equalities (7)-(9), we have

∥∥ξi
∥∥
∞ ≤





C n−1/2, if 0 < p < 1/2,

Cp n−(3−4p)/2, if 1/2 < p < 3/4,

C(log n)−1/2, if p = 3/4,

which gives the desired inequality. �

In the sequel we shall use the following conditions:

(A1) There exist a positive constant ρ and a number εn ∈ (0, 12 ], such that

E[|ξi|2+ρ|Fi−1] ≤ ερnE[ξ2i |Fi−1] a.s. for all i = 1, 2, . . . , n.

(A2) There exists a number δn ∈ [0, 12 ], such that

‖〈X〉n − 1‖∞ ≤ δ2n for all i = 1, 2, . . . , n.

With conditions (A1) and (A2), we have the following lemma for the mean martingale CLT, which
is of independent interest. The proof of the lemma is given in the next section. Notice that the
convergence rate of the Wasserstein-1 distance in the following lemma is same to the best possible
Berry-Esseen bound for martingales, see Fan [8] and El Machkouri and Ouchti [7].

Lemma 2.3. Assume the conditions (A1) and (A2). Then

‖FXn
− Φ‖1 ≤ Cρ(ε̂n + δn), (10)

where

ε̂n =

{
ερn if ρ ∈ (0, 1),
εn| log εn| if ρ ≥ 1.

(11)

The condition (A2) is very restrictive, while we have the following lemma when condition (A2) is
dropped. The proof of this lemma is present in Section 4.

Lemma 2.4. Assume condition (A1). Then for any t ≥ 1,

‖FXn
− Φ‖1 ≤ Ct,ρ

(
ε̂n +

(
E|〈X〉n − 1|t +E max

1≤i≤n
|ξi|2t

)1/2t)
, (12)

where ε̂n is defined by (11).

Now, we are in position to prove Theorem 1.1. Recall that Xn = (anSn− 2q+1)/
√
vn. By Lemma

2.2, it is easy to see that

E|〈X〉n − 1| ≤





C

3− 4p
n−1, if 0 < p < 3/4,

C
(
log n

)−1
, if p = 3/4.
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Applying Lemmas 2.2 and 2.4 to Xn with t = 1 and

εn =





C n−1/2, if 0 < p < 1/2,

Cp n−(3−4p)/2, if 1/2 < p < 3/4,

C(log n)−1/2, if p = 3/4,

we obtain the desired inequalities of Theorem 1.1. Note that

‖FanSn/
√
vn − Φ‖1 ≤ ‖F(anSn−2q+1)/

√
vn − Φ‖1 + 1/

√
vn.

This completes the proof of Theorem 1.1.
�

3. Proof of Lemma 2.3

In the sequel, constants C and Cp are always numerical constants that may change between
appearances. In the proof of Lemma 2.3, we shall use the following technical lemma of Van Dung et
al. [14].

Lemma 3.1. Let X and Y be two random variables. Then for r > 1/2,

‖FX − Φ‖1 ≤ ‖FX+Y − Φ‖1 + 2(2r + 1)‖E[Y 2r|X]‖1/2r∞ .

The following lemma can be found in Fan [8].

Lemma 3.2. Under condition (A1), ξi has a bounded conditional variance, that is,

E[ξ2i |Fi−1] ≤ ε2n a.s. (13)

for all i = 1, 2, . . . , n.

In the proof of Lemma 2.3, we also need the following lemma.

Lemma 3.3. Let G be a function R → R, which has derivative G′ which together with G belong to
L1(R). For a random variable X and a constant a > 0, it holds

E

[ ∫ +∞

−∞
G
(X + t

a

)
dt

]
≤ ‖G′‖1‖FX − Φ‖1 + a‖G‖1.

Proof. Let N be a standard normally distributed random variable. By the definition of expectation,
it is easy to see that

∣∣∣∣E
[ ∫ +∞

−∞
G
(X + t

a

)
dt

]
−E

[ ∫ +∞

−∞
G
(N + t

a

)
dt

]∣∣∣∣

=
1

a

∣∣∣∣
∫ +∞

−∞

∫ +∞

−∞

(
FX(x)− Φ(x)

)
G′

(x+ t

a

)
dtdx

∣∣∣∣. (14)
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Using integration by substitution with

{
u = x+t

a
v = x

, we deduce that the r.h.s. of equality (14) equals

to
∣∣ ∫ +∞

−∞
∫ +∞
−∞ (FX(v)− Φ(v))G′(u)dudv

∣∣. Hence, from (14), we have

∣∣∣∣E
[ ∫ +∞

−∞
G
(X + t

a

)
dt

]
−E

[ ∫ +∞

−∞
G
(N + t

a

)
dt

]∣∣∣∣ ≤ ‖G′‖1‖FX −Φ‖1. (15)

On the other hand, it holds

E

[ ∫ +∞

−∞
G
(N + t

a

)
dt

]
=

∫ +∞

−∞

∫ +∞

−∞
G
(x+ t

a

)
Φ′(x)dtdx ≤ a‖G‖1. (16)

Combining (15) and (16) together, we obtain the desired inequality. �

Now, we are in position to prove Lemma 2.3. We follow the argument of Grama and Haeusler [10],
where Grama and Haeusler proved a Berry-Esseen’s bound for CLT instead of Wasserstein-1 distance
for CLT. For simplicity of notations, denote

γn =

{
εn + δn if ρ ∈ (0, 1),
εn| log εn|+ δn if ρ ≥ 1.

(17)

Set T = 1 + δn, and introduce a modification of the conditional variance 〈X〉 as follows:

Vk = 〈X〉k1{k<n} + T1{k=n}. (18)

It is obvious that Vk = 〈X〉k, 1 ≤ k < n, Vn = T ≥ 〈X〉n. Let c be a large constant depending on ρ
and satisfies c ≥ 2, whose value will be chosen later. We introduce a discrete time predictable process

Ak = c2γ2n + T − Vk, k = 1, . . . , n.

Then Ak is Fk−1-measurable and non-increasing, which is easily to verify. Moreover, it is obvious that
A0 = c2γ2n + T , An = c2γ2n. For y > 0 and u, x ∈ R, denote

Φu(x, y) = Φ

(
u− x√

y

)
.

Let N be a standard normal random variable, which is independent of Xn. By Lemma 3.1 we deduce
that

‖FXn
− Φ‖1 ≤ ‖FXn+cγnN − Φ‖1 + C1γn

=

∫ +∞

−∞

∣∣∣EΦu(Xn, An)− Φ(u)
∣∣∣du+ C1γn.

Applying triangle inequality to the first term in the last line, we have

‖FXn
− Φ‖1 ≤

∫ +∞

−∞

∣∣∣EΦu(Xn, An)−EΦu(X0, A0)
∣∣∣du+

∫ +∞

−∞

∣∣∣EΦu(X0, A0)− Φ(u)
∣∣∣du+ C1γn.
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For the second term in the r.h.s. of the last inequality, by the definition of A0, it is easy to see that

∫ +∞

−∞

∣∣∣EΦu(X0, A0)−Φ(u)
∣∣∣du =

∫ +∞

−∞

∣∣∣Φ( u√
c2γ2n + T

)− Φ(u)
∣∣∣du ≤ C2γn, (19)

then it follows that

‖FXn
− Φ‖1 ≤

∫ +∞

−∞

∣∣∣EΦu(Xn, An)−EΦu(X0, A0)
∣∣∣du+ C3γn. (20)

Next, we give an estimation for
∫∞
−∞ |EΦu(Xn, An) − EΦu(X0, A0)|du. By a simple telescope, we

derive that

EΦu(Xn, An)−EΦu(X0, A0) = E
[ n∑

k=1

(
Φu(Xk, Ak)− Φu(Xk−1, Ak−1)

)]
.

Using the fact
∂2

∂x2
Φu(x, y) = 2

∂

∂y
Φu(x, y),

we deduce that
EΦu(Xn, An)−EΦu(X0, A0) = I1 − I2 + I3, (21)

where

I1 = E
[ n∑

k=1

Φu(Xk, Ak)− Φu(Xk−1, Ak)−
∂

∂x
Φu(Xk−1, Ak)ξk −

1

2

∂2

∂x2
Φu(Xk−1, Ak)ξ

2
k

]
, (22)

I2 = E
[ n∑

k=1

Φu(Xk−1, Ak−1)− Φu(Xk−1, Ak)−
∂

∂y
Φu(Xk−1, Ak)∆Vk

]
, (23)

I3 =
1

2
E
[ n∑

k=1

∂2

∂x2
Φu(Xk−1, Ak)(∆〈X〉k −∆Vk)

]
, (24)

with ∆〈X〉k = 〈X〉k − 〈X〉k−1 and ∆Vk = Vk − Vk−1, k = 1, 2, . . . , n. Notice that, as ∂2

∂x2Φu(Xk−1, Ak)
is Fk−1-measurable, it holds

E
[ ∂2

∂x2
Φu(Xk−1, Ak)ξ

2
k

]
= E

[ ∂2

∂x2
Φu(Xk−1, Ak)∆〈X〉k

]
.

Next, we give estimates for
∫∞
−∞ |I1|du,

∫∞
−∞ |I2|du and

∫∞
−∞ |I3|du, respectively. Denote by ϕ the

density function of the standard normal random variable. Moreover, θk’s stand for random variables
satisfying 0 ≤ θk ≤ 1, which may take different values in different places.

(a) Estimate of
∫∞
−∞ |I1|du.

For brevity of notation, denote by Tk−1 =
u−Xk−1√

Ak

. Clearly, it holds

I1 =
n∑

k=1

ERk ,

9



where

Rk := Φu(Xk, Ak)− Φu(Xk−1, Ak)−
∂

∂x
Φu(Xk−1, Ak)ξk −

1

2

∂2

∂x2
Φu(Xk−1, Ak)ξ

2
k

= Φ(Tk−1 −
ξk√
Ak

)− Φ(Tk−1)−Φ′(Tk−1)(−
ξk√
Ak

)− 1

2
Φ′′(Tk−1)(

ξk√
Ak

)2. (25)

To bound up the bound (25), we distinguish two cases as follows.

(1) Case of | ξk√
Ak

| ≤ 1 +
|Tk−1|

2 .

When | ξk√
Ak

| ≤ 1, by a three term Taylor’s expansion, we have

|Rk| =
∣∣∣ 1
3!
Φ′′′(Tk−1 − θk

ξk√
Ak

)(
ξk√
Ak

)3
∣∣∣

≤
∣∣∣Φ′′′(Tk−1 − θk

ξk√
Ak

)
∣∣∣
∣∣∣ ξk√

Ak

∣∣∣
2+ρ

.

When | ξk√
Ak

| > 1, by a two term Taylor’s expansion, we get

|Rk| ≤ 1

2

(
|Φ′′(Tk−1 − θ̂k

ξk√
Ak

)|+ |Φ′′(Tk−1)|
)
(

ξk√
Ak

)2

≤
∣∣∣Φ′′(Tk−1 − θ′k

ξk√
Ak

)
∣∣∣
∣∣∣ ξk√

Ak

∣∣∣
2+ρ

,

where

θ′k =

{
θ̂k, if |Φ′′(Tk−1 − θ̂k

ξk√
Ak

)| ≥ |Φ′′(Tk−1)|,
0, otherwise.

Recall that | ξk√
Ak

| ≤ 1 +
|Tk−1|

2 and 0 ≤ θk, θ
′
k ≤ 1. By the inequality max{|Φ′′(t)|, |Φ′′′(t)|} ≤ ϕ(t)(1 +

t2), it follows that

|Rk| ≤ ϕ(Tk−1 − θ1
ξk√
Ak

)
(
1 + (Tk−1 − θ1

ξk√
Ak

)2
)∣∣∣ ξk√

Ak

∣∣∣
2+ρ

≤ g1(Tk−1)
∣∣∣ ξk√

Ak

∣∣∣
2+ρ

, (26)

where
g1(z) = sup

|t−z|≤1+|z|/2
ϕ(t)(1 + t2).

(2) Case of | ξk√
Ak

| > 1 +
|Tk−1|

2 .
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It is easy to see that for |∆x| > 1 + |x|
2 , it holds

∣∣∣Φ(x+∆x)− Φ(x)− Φ′(x)− 1

2
Φ′′(x)(∆x)2

∣∣∣ ≤
( |Φ(x+∆x)− Φ(x)|

|∆x|2+ρ
+ |Φ′(x)|+ |Φ′′(x)|

)
|∆x|2+ρ

≤
(
8
|Φ(x+∆x)−Φ(x)|

(2 + |x|)2+ρ
+ |Φ′(x)|+ |Φ′′(x)|

)
|∆x|2+ρ

≤
( C

(4 + x2)1+ρ/2
+ |Φ′(x)| + |Φ′′(x)|

)
|∆x|2+ρ

≤ C4

(4 + x2)1+ρ/2
|∆x|2+ρ. (27)

Then in this case we have

|Rk| ≤ g2(Tk−1)|
ξk√
Ak

|2+ρ, (28)

where

g2(z) =
C4

(4 + z2)1+ρ/2
.

Now, we return to the estimation of bound (25). Set

G(z) = g1(z) + g2(z),

then it is easy to verify that G ∈ L1, G′ ∈ L1 and G(z), z > 0, is non-increasing in z. By (26) and
(28), it holds

|Rk| ≤ G(Tk−1)
∣∣∣ ξk√

Ak

∣∣∣
2+ρ

. (29)

By (29) and condition (A1), that is E[|ξk|2+ρ|Fk−1] ≤ ερn∆〈X〉k, we derive that

|I1| ≤
n∑

k=1

E|Rk| ≤ E
[ n∑

k=1

G(Tk−1)
1

A
1+ρ/2
k

E[|ξk|2+ρ|Fk−1]
]

≤ ερnE
[ n∑

k=1

G(Tk−1)
1

A
1+ρ/2
k

∆〈X〉k
]

≤ ερnE
[ n∑

k=1

G(Tk−1)
1

A
1+ρ/2
k

∆Vk

]
. (30)

To bound up (30), we introduce the stopping time τt as follows: for any t ∈ [0, T ],

τt = min{k ≤ n : 〈X〉k > t}, where min ∅ = n. (31)

Denote (σk)k=1,...,n be the increasing sequence of moments while the stopping time has jumps, then
∆Vk =

∫
[σk,σk+1)

dt and k = τt for t ∈ [σk, σk+1). This follows from the definition of τt. Therefore, we

have
n∑

k=1

G(Tk−1)
1

A
1+ρ/2
k

∆Vk =

n∑

k=1

∫

[σk,σk+1)

1

A
1+ρ/2
τt

G(Tτt−1)dt

=

∫ T

0

1

A
1+ρ/2
τt

G(Tτt−1)dt. (32)
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Set at = c2γ2n + T − t. By Lemma 3.2, we have

∆Vn = T − Vn−1 = 1 + δ2n − 〈X〉n−1 = 1 + δ2n − 〈X〉n +∆〈X〉n ≤ 2δ2n + ε2n.

Recall that Ak = c2γ2n + T − Vk, then we deduce that Aτt ≤ at and

Aτt ≥ c2γ2n + T − t−∆Vτt ≥ c2γ2n + T − t− (2δ2n + ε2n) ≥
1

2
at.

Thus, by (30) and (32) and the fact 1
2at ≤ Aτt ≤ at, it holds

|I1| ≤ ερnE

[∫ T

0

1

A
1+ρ/2
τt

G(Tτt−1)dt

]

≤ 21+ρ/2ερn

∫ T

0

1

a
1+ρ/2
t

E
[
G
(u−Xτt−1√

at

)]
dt. (33)

Applying Fubini’s theorem to the last inequality, we have

∫ +∞

−∞
|I1|du ≤ 21+ρ/2ερn

∫ T

0

1

a
1+ρ/2
t

E
[ ∫ +∞

−∞
G
(u−Xτt−1√

at

)
du

]
dt. (34)

By Lemma 3.3, we get

E

[ ∫ +∞

−∞
G
(u−Xτt−1√

at

)
du

]
≤ C5‖FXτt−1

− Φ‖1 + C6
√
at. (35)

By Lemma 3.1, we have

‖FXτt−1
− Φ‖1 ≤ ‖FXn

− Φ‖1 + C7‖E[(Xn −Xτt−1)
2|Xτt−1]‖1/2∞ . (36)

Now we consider E[(Xn −Xτt−1)
2|Fτt−1]. It is easy to see that

E[(Xn −Xτt−1)
2|Fτt−1] = E

[ n∑

k=τt

ξ2k|Fτt−1

]
= E

[ n∑

k=τt

E[ξ2k|Fk−1]
∣∣∣Fτt−1

]

= E[〈X〉n − 〈X〉τt−1|Fτt−1]

≤ Vn − Vτt−1

≤ at, (37)

where the last line follows by the fact

Vn − Vτt−1 ≤ Vn − Vτt +∆Vτt ≤ T − t+ ε2n + 2δ2n ≤ at.

Combining (34)-(37) together, we obtain

∫ +∞

−∞
|I1|du ≤ C8 ε

ρ
n

∫ T

0

dt

a
1+ρ/2
t

‖FXn
− Φ‖1 + C9 ε

ρ
n

∫ T

0

dt

a
(1+ρ)/2
t

. (38)
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After some simple calculations we deduce that

∫ T

0

dt

a
1+ρ/2
t

≤ 2

ρcργρn

and ∫ T

0

dt

a
(1+ρ)/2
t

≤
{

Cρ if ρ ∈ (0, 1),
C| log εn| if ρ ≥ 1.

Since εn ≤ γn, finally we get

∫ +∞

−∞
|I1|du ≤ C10

ρcρ
‖FXn

− Φ‖1 + Cρ,1ε̂n, (39)

where ε̂n is defined in (11) and γn is defined in (17).
(b) Estimate of

∫ +∞
−∞ |I2|du.

By a two-term Taylor expansion, we get

I2 =
1

2
E
[ n∑

k=1

∂2

∂y2
Φu(Xk−1, Ak − θk∆Ak)∆A2

k

]
.

By the fact that ∂4

∂x4Φu(x, y) = 4 ∂2

∂y2Φu(x, y), we deduce that

I2 =
1

8
E
[ n∑

k=1

∂4

∂x4
Φu(Xk−1, Ak − θk∆Ak)∆A2

k

]

=
1

8
√
2π

E
[ n∑

k=1

1

(Ak − θk∆Ak)2
ϕ′′′

( u−Xk−1√
Ak − θk∆Ak

)
∆A2

k

]
.

Since |∆Ak| := Ak −Ak−1 = ∆Vk ≤ ε2n + 2δ2n, we have

Ak ≤ Ak − θk∆Ak ≤ c2γ2n + T − Vk + ε2n + 2δ2n ≤ 2Ak.

Set Ḡ(z) = sup|t−z|≤2 |ϕ′′′(t)|, then Ḡ(xz) is decreasing in x > 0. It follows that

|I2| ≤ E
[ n∑

k=1

1

A2
k

Ḡ
(u−Xk−1√

2Ak

)
∆A2

k

]

≤ (ε2n + 2δ2n)E
[ n∑

k=1

1

A2
k

Ḡ
(Tk−1√

2

)
∆Vk

]
,

where the last line follows by the facts that |∆Ak| ≤ ε2n + 2δ2n and ∆Ak = ∆Vk. It is easy to verify
that Ḡ, Ḡ′ ∈ L1 and |ϕ′′′(z)| ≤ Ḡ(z) for any z ≥ 0. By an argument similar to the proof of (39), we
deduce that ∫ +∞

−∞
|I2|du ≤ C11

c
‖FXn

− Φ‖1 + Cρ,2ε̂n. (40)
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(c) Estimate of
∫ +∞
−∞ |I3|du.

Since ∆〈X〉k = ∆Vk, 1 ≤ k < n,∆Vn −∆〈X〉n ≤ 2δ2n, we have

|I3| =

∣∣∣∣
1

2
E[

∂2

∂x2
Φu(Xn−1, An)(∆〈X〉n −∆Vn)]

∣∣∣∣

≤ E[
δ2n
An

|ϕ′(Tn−1)|] ≤
1

c2
E[|ϕ′(Tn−1)|].

Set G̃(z) = sup|z−t|≤1 |ϕ′(t)|, then
|I3| ≤

1

c2
E[G̃(Tn−1)].

Notice that G̃, G̃′ ∈ L1, by Lemmas 3.3 and 3.1, we get

∫ +∞

−∞
|I3|du ≤ 1

c2
E
[ ∫ +∞

−∞
G̃
(u−Xn−1√

An

)
du

]

≤ C12

c2
‖FXn

− Φ‖1 + Cρ,3(ε̂n + δn), (41)

where the last line follows by the fact that
√
An = c γn = c (ε̂n + δn).

Combining (39)-(41) together, we get

∫ +∞

−∞
|I1|+ |I2|+ |I3|du ≤ C13

ρcρ
‖FXn

− Φ‖1 + Cρ,4(ε̂n + δn). (42)

Implementing the last bound in (20), by (21) we derive that

‖FXn
− Φ‖1 ≤

C14

ρcρ
‖FXn

− Φ‖1 + Cρ,5(ε̂n + δn). (43)

Choosing the value c such that ρcρ = 2C14, it follows that

‖FXn
− Φ‖1 ≤ 2Cρ,5(ε̂n + δn). (44)

This completes the proof of Lemma 2.3. �

4. Proof of Lemma 2.4

We follow the approach of Bolthausen [4]. The main idea is to construct a new martingale difference
sequence (ξ̂i, F̂i)1≤i≤N , based on a modification of (ξi,Fi)1≤i≤n, such that

∑N
i=1E[ξ̂2i |F̂i−1] = 1 a.s.,

and then apply Lemma 3.1 to the new martingale different sequence for obtaining Wasserstein-1
distance in the central limit theorem for Xn, that is

‖FXn
− Φ‖1 ≤ ‖FX̂N

− Φ‖1 + 2(2t+ 1)
∥∥E

[
|X̂N −Xn|2t

∣∣Xn

]∥∥1/2t
∞ . (45)

The first term can be estimated via Lemma 2.3, and the second term can be dominated via Theorem
2.11 of Hall and Heyde [11].
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We introduce the following stopping time

τ = sup{k ≤ n : 〈X〉k ≤ 1}.

Let δ be a positive number such that 0 < δ ≤ εn. Let r = ⌊1−〈X〉τ
δ2

⌋, where ⌊x⌋ stands for the largest
integer not exceeding x. Clearly, it holds r ≤ ⌊ 1

δ2
⌋. Let N = n+ r+ 1. For τ + 1 ≤ i ≤ τ + r, let ζi be

random variables such that

P(ζi = ±δ | Fτ ) =
1

2
;

and for i = τ + r + 1, let ζτ+r+1 be such that

P
(
ζτ+r+1 = ±(1− 〈X〉τ − rδ2)1/2

∣∣∣ Fτ

)
=

1

2
,

with the sign determined independent of everything else; and let ζi = 0 if τ + r + 1 < i ≤ N . Denote

ξ̂i = ξi1{i≤τ} + ζi1{τ<i≤τ+r} + ζi1{i=τ+r+1}, i = 1, . . . , N, (46)

F̂i = Fi for i ≤ τ and F̂i = σ{Fτ , ζj , τ + 1 ≤ j ≤ i} for τ + 1 ≤ i ≤ N . Then (ξ̂i, F̂i)1≤i≤N still forms
a martingale difference sequence. Moreover, it holds that

N∑

i=1

E[ξ̂2i |F̂i−1] =
τ∑

i=1

E[ξ2i |Fi−1] +
τ+r+1∑

i=τ+1

δ2 + (1− 〈X〉τ − rδ2)

= 1 a.s.

and that, by the fact δ ≤ εn,

E[|ξ̂i|2+ρ|F̂i−1] ≤ ερnE[ξ̂2i |F̂i−1], for i = 1, . . . , N.

Let X̂N =
∑N

i=1 ξ̂i, by Lemma 2.3, we have

‖FX̂N
− Φ‖1 ≤ Cρε̂n. (47)

Using Lemma 3.1, we obtain for t > 1/2,

‖FXn
−Φ‖1 ≤ ‖FX̂N

− Φ‖1 + 2(2t+ 1)
∥∥∥E

[
|X̂N −Xn|2t

∣∣∣Xn

]∥∥∥
1/2t

∞

≤ Cρε̂n + Ct

(
E|X̂N −Xn|2t

)1/2t
. (48)

For the estimation of E|X̂N −Xn|2t, we first note that

X̂N −Xn =

N∑

i=τ+1

(ξ̂i − ξi),

where we put ξi = 0 for i > n. As τ is a stopping time, (ξ̂i − ξi)τ+1≤i≤N still forms a martingale
difference sequence. By Theorem 2.11 of Hall and Heyde [11], it holds for t > 1/2,

E|X̂N −Xn|2t ≤ Ct

(
E
∣∣∣

N∑

i=τ+1

E[(ξ̂i − ξi)
2|F̂i−1]

∣∣∣
t
+E[ max

τ+1≤i≤N
|ξ̂i − ξi|2t]

)
. (49)
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As E[ξiξ̂i|F̂i−1] = 0 for τ + 1 ≤ i ≤ N, we get

N∑

i=τ+1

E[(ξ̂i − ξi)
2|F̂i−1] =

N∑

i=τ+1

E[ξ̂2i |F̂i−1] +

N∑

i=τ+1

E[ξ2i |F̂i−1] = 1− 2〈X〉τ + 〈X〉n.

Notice that 1−E[ξ2τ+1|Fτ ] < 〈X〉τ . Hence, by the inequality

|a+ b|t ≤ max{2t−1, 1}
(
|a|t + |b|t

)
, t > 1/2, (50)

and Jensen’s inequality, we deduce that

∣∣∣
N∑

i=τ+1

E
[
(ξ̂i − ξi)

2|F̂i−1

]∣∣∣
t
≤

∣∣∣〈X〉n − 1 + 2E[ξ2τ+1|Fτ ]
∣∣∣
t

≤ Ct

(
|〈X〉n − 1|t + (E[ξ2τ+1|Fτ ])

t
)

≤ Ct

(
|〈X〉n − 1|t +E[|ξτ+1|2t

∣∣Fτ ]
)
. (51)

Taking expectations on both sides of the last inequality, we have

E
∣∣∣

N∑

i=τ+1

E
[
(ξ̂i − ξi)

2|F̂i−1

]∣∣∣
t
≤ Ct

(
E|〈X〉n − 1|t +E|ξτ+1|2t

)

≤ Ct

(
E|〈X〉n − 1|t +E[ max

1≤i≤n
|ξi|2t]

)
. (52)

Similarly, by inequality (50), it holds

E[ max
τ+1≤i≤N

|ξ̂i − ξi|2t] ≤ CtE[ max
1≤i≤n

|ξi|2t + δ2t]. (53)

Applying the last inequality and (52) to (49), we get

E|X̂N −Xn|2t ≤ Ct

(
E|〈X〉n − 1|t +E[ max

1≤i≤n
|ξi|2t] + δ2t

)
. (54)

Combining the last inequality with (48) and letting δ → 0, we obtain the desired inequality. �
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